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[57] ABSTRACT 

A modular switching system for connecting a plurality 
of digital computers to a plurality of computer memo­
ries, employing interconnecting digital switching mod­
Ules. Each module has the capability of recognizing an 
access request to a computer memory by recognizing a 
generated address within a range of addresses assigned 
to that computer memory. The digital switching mod­
ules are interconnected with a priority network which 
permits arbitration between simultaneous requests for 
access by several digital computers to the same com­
puter memory. 

13 Claims, 4 Drawing Sbeets 
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MODULAR MULTIPLE PROCESSOR 
ARCHlTEcruRE USING DISTRIBUTED 

CROSS-POINT SWITCH 

between simultaneous attempts by several digital com­
puters to access the same memory. 

According to a more particular aspect of the present 
invention, several digital computers, each acting 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 

S through a separate switching module, may gain access 
to a particular computer memory by generating an 
address within a range of addresses assigned to that 
computer memory. Several digital switching modules The present invention generally relates to computer 

systems employing mUltiple processors and mUltiple 
computer memories with means for interconnecting the 10 
processors and memories. More particularly, the pres­
ent invention relates to an apparatus and method for 
interconnecting multiple digital computers with multi­
pl~ ~o.mputer me~ories according to a hierarchy of 15 
pnontles among said computers. 

2. Description of the Related Art 
Modern computer systems typically employ a plural-

ity of digital computers which execute a software oper­
ating system for distributing program tasks among the 20 
digital computers. One means for communication be­
tween the various computers is the allocation of a com­
mon memory area accessible by two or more of the 
computers. Also, task sharing between the computers 
requires that the same memory file be processed by two 25 
or more computers. This memory file must therefore lie 
in a common area of memory to permit access by sev­
eral computers. 

Many modern computer systems employ a modular 
architecture. Standard modules such as processor units, 30 
memory units, and input/output units are connected as 
required to provide the computing capability required 
for a given system. A wide variety of computer systems 
may thus be constructed using these standard modules. 
Also, a particular computer system employing a modu- 35 
lar architecture can grow in an orderly fashion by the 
addition of standard modules as required when in­
creased processing capability is needed. 

Several types of computer architecture have been 
employed in modern computer systems, as are more 40 
particularly described later herein. Examples of these 
configurations are: pipeline, global memory, local/glo­
bal memory and mesh. Each type of configuration has 
its particular advantages and disadvantages for certain 
types of information processing. In general, system 45 
building blocks or modules suitable for implementing 
one type of configuration are frequently not suitable for 
implementing another. Ideal computer system modules 

provide a path to the same computer memory and are 
interconnected in a priority network whereby the re­
spective digital computers are assigned a priority level. 
Interconnection between the several switching modules 
establishes a hardware waiting queue on which require­
ments to access the computer memory are placed as 
they occur and are serviced and removed from the 
queue according to the priority level assigned to the 
digital computer making the request. 

Additionally, according to the present invention, a 
method for interconnecting a plurality of digital com­
puters to a plurality of computer memories comprises 
assigning a priority level to each of the digital comput-
ers, establishing a waiting queue for access requests 
made to each computer memory, placing requests for 
access to the computer memory on the queue, and ser­
vicing the requests on the queue according to the prior­
ity level assigned to the digital computer making the 
request. 

BRIEF DESCRIPTION OF THE ORA WINGS 

The detailed description of the present invention is 
better understood with reference to the following draw­
ings: 

FIG. 1 shows an embodiment of the present invention 
wherein each of a plurality of digital computers may 
access each of a plurality of computer memories 
through a modular switching system implemented with 
a plurality of switching modules. 

FIG. 2 shows one of the switching modules of FIG. 
1 in greater detail. 

FIG. 3 shows an embodiment of the bus drive ampli­
fiers of FIG. 2 as they are connected to create a three 
state bus. 

FIG. 4 shows a local/global memory embodiment of 
the present invention derived from the configuration of 
FIG. 1. 

DESCRIPTION OF A PREFERRED 
EMBODIMENT 

The modular system disclosed herein is adaptable to a 
virtually unlimited number of different types of com-are equally adaptable to the implementation of several 

types of computer architecture. 

SUMMARY OF THE INVENTION 

50 puter system configurations. The present invention may 
be used to implement some of the more common com­
puter system configurations, an example of which will 
be more particularly described below. However, a bet-A computer architecture according to the present 

invention employs a modular switching system suitable 
for connecting a plurality of digital computers to a 55 
plurality of computer memories in a virtually unlimited 
number of ways as required for a particular information 
processing application. Switching modules according to 
the present invention may be used as building blocks to 
construct the switching system to conform to the needs 60 
of a particular application. 

According to the present invention, a modular 
switching system for connecting a plurality of digital 
computers to a plurality of computer memories com­
prises a plurality of interconnected switching modules. 65 
Each of these switching modules comprises means for 
connecting one of the digital computers to one of the 
computer memories, as well as means for arbitrating 

ter understanding of the present invention may be 
gained from its use in implementing a full cross-point 
computer-to-memory connection. 

Referring now to FIG. 1, a modular switching system 
100 according to the present invention is employed to 
connect m digit~ computers to r computer memories, 
where m and n are positive integers. Shown are four 
digital computers, 102, 104, 106, and 108, with dots to 
indicate that any number of additional digital computers 
may be added. Four computer memories, 110, 112, 114, 
and lUi are shown. Dots are added to FIG. 1 to indicate 
that any number of additional computer memories may 
also be added. 

Digital computer 102 is adapted to transmit and re­
ceive digital information on a memory-bus 160. Four 
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switching modules 120, 122, 124, and 126 are shown 
connected to the memory-bus 160. Although only four 
switching modules are shown connected to the memo­
ry-bus 160, there will be a total of n switching modules 
connected thereto, one for each of the computer memo- 5 
ries. In a similar manner, the digital computer 104 is 
connected to a memory-bus 162 for communication 
with switching modules, 130, 132, 134, and 136. The 
digital computer 106 communicates on a memory-bus 
164 with switching modules 140, 142, 144, and 146. The 10 
digital computer 108 communicates on a memory-bus 
166 with switching modules 150, 152, 154, and 146. As 
can be readily seen from FIG. I, a total of m x n switch­
ing modules is required to connect m digital computers 
to n computer memories. 15 

The switching modules 120, 130, 140, and 150 are 
connected on a memory-bus 170 to communicate with 
the computer memory 110. Similarly, switching mod­
ules 122, 132, 142, and 152 communicate on a memory­
bus 172 with the computer memory 112. The switching 20 
modules 124, 134, 144, and 154 communicate on a mem­
ory-bus 174 with the computer memory 114. The 
switching modules 126, 136, 146, and 156 communicate 
on a memory-bus 176 with the computer memory 116. 25 

The switching modules connected to the memory-bus 
170 are seen in FIG. 1 to be themselves interconnected 
in a priority network. The switching modules con­
nected to the memory-buses 172, 174, and 176 are each 
interconnected in a similar manner. The priority net- 30 
works provide a means for arbitration of simultaneous 
access attempts by two or more of the digital computers 
directed to the same computer memory. The function of 
the priority network for the switching modules con­
nected to the memory-bus 170 will be described with 35 
the understanding that the priority networks of the 
other switching modules function in a similar manner. 

The switching module 120 is connected by a priority 
bus 180 to the switching module 130. In a similar fash­
ion, the switching module 130 is connected by a priority 40 
bus 182 to the switching module 140. As has been previ­
ously described, any number of switching modules, one 
for each digital computer, will be connected to the 
memory-bus 170. Thus, a priority bus 184 coming from 
the switching module 140 is connected to the next 45 
switching module in the chain. A priority bus 186 is 
seen coming from the next to last switching module in 
the chain and entering the switching module 150. For 
ease of understanding the present invention, it may be 
assumed that the priority bus 184 is connected directly 50 
to the priority bus 186, although it will be understood 
that any number of switching modules may actually be 
connected between the switching module 140 and the 
switching module 150. 

The m digital computers are thus arranged in a natu- 55 
ral hierarchy with the digital computer 102 having the 
highest priority The digital computer 108 is thus seen to 
have the lowest priority The various computers in be­
tween, including the computer 104 and the computer 
106 will each have a priority dependent upon the place- 60 
ment of its corresponding switching module in the chain 
of priority buses. Although computer 102 is shown in 
this switching system 100 as the source for each of the 
memory buses 170, 172, 174, and 176, any of the com­
puters 102, 104, 106, 108 can be the highest priority for 65 
any memory bus, and the computers can be assigned 
different priorities in different orders on each memory 
bus. 

Each of the m digital computers operates indepen­
dently of the other in the execution of instructions and 
the accessing of the n computer memories for storage 
and retrieval of information. Each of the m digital com­
puters in the configuration of FIG. 1 has a path through 
a switching module to each of the n computer memo­
ries. Consequently, it is possible for two or more of the 
m digital computers to attempt to access the same com­
puter memory for the storage or retrieval of informa­
tion. 

If two of the m digital computers, say the computers 
104 and 106, attempt to access the memory 110 at the 
same time, the priority network now to be described 
will become operable to arbitrate these simultaneous 
accesses. Because of their relative positions in the prior­
ity network, the computer 104 has a higher priority than 
the computer 106. The computer 104 and the computer 
106 will signal their respective attempts to access the 
computer memory 110 by generating an address within 
a range of addresses assigned to the computer memory 
110. Each of the n computer memories has a range of 
addresses assigned to it, with no two address ranges 
containing the same address. 

The switching module 130 will sense that the address 
generated by the computer 104 is within the range of 
addresses assigned to the computer memory 110, by a 
means to be explained later. Thus, the switching module 
130 transmits a disable signal on the bus 182. Since in 
this example the computer 102 is not currently generat­
ing an address within the range of addresses assigned to 
the computer memory 110, the switching module 120 
will maintain an enable signal on the bus 180. The 
switching module 130 will thus determine (1) that no 
digital computer with a priority higher than the com­
puter 104 is attempting to address the computer mem­
ory 110, and (2) its digital computer, the computer 104, 
seeks to access the computer memory 110. Thus, the 
switching module 130 will form a path for data storage 
andlor retrieval to the computer memory 110. 

The switching module 140 will decline to form a path 
between the computer 106 and the computer memory 
110 because it has received a disable signal on the bus 
182. It will pass this disable signal on the bus 184 to all 
switching modules below it in priority. The switching 
module 150, at the bottom of the priority chain, will 
similarly receive a disable signal on the bus 186. Thus, 
only the access requests from highest priority computer 
seeking to access the memory 110, in this case the com­
puter 104, will be allowed. 

The computer 106 continues to assert its attempt to 
access a computer memory 110 until the computer 104 
has finished accessing the computer memory 110. When 
the access by the computer 104 to the computer mem­
ory 110 is complete, the switching modules 130 will 
place an enable signal on the bus 182. At that time, the 
switching module 140 will be allowed to complete the 
access asserted by the computer 106 to the computer 
memory 110. 

The priority resolution is performed at the comple­
tion of each memory cycle. The switching module with 
the highest priority is then granted access, not necessar­
ily the switching module that first requested access. For 
example, if, during the time that the computer 104 is 
connected to the memory 110 through the switching 
module 130, a higher priority computer, for example the 
computer 102, attempts to access the memory 110 
through the switching module 120, while the computer 
106 is still waiting to access memory 110, then the 
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switching module 120 will place a disable signal on the 
bus 180 which will propagate through the hierarchy of 
priority buses. Both the switching module 120 and the 
switching module 130 recognize that a memory cycle is 
in progress. Therefore, the switching module 130 con- 5 
tinues the path between the computer 104 and the mem­
ory 110. The switching module 120 will wait until the 
current memory cycle is completed and will then form 
a path between the computer 102 and the memory 110. 
Since the switching module 140 is oflower priority than 10 
switching module 120. computer 106 will be denied 
access until computer 102 is fmished. 

The priority network interconnection of the switch­
ing modules connected to the bus 170 is thus seen to 
provide a hardware queue. Each of the m digital com- 15 
puters may assert an access to the computer memory 
110 independently. and in some cases. simultaneously. 
Thus, access attempts are placed on the queue simply in 
their order of occurrence. but are serviced according to 
the priority level assigned to each digital computer 20 
asserting an access. 

Referring now to FIG. 2. a more detailed description 
of a preferred embodiment of a switching module is 
shown. using the switching module 130 as an example. 
It is to be understood that the detailed description of the 25 
switching module 130 in FIG. 2 is illustrative of all of 
the switching modules as shown in FIG. 1. The switch­
ing module 130 comprises a plurality of uni-directionaI 
three-state bus-drive amplifiers 200, a memory port 201. 
a plurality of bi-directional three-state bus-drive ampli- 30 
fiers 202, a priority input port 203, an enable logic 204, 
a priority output port 205, a group of data lines 206a, a 
computer port 207, a group of address lines 2080, a 
driver enable line 209, and a control line 210a. It would 
be obvious to one of ordinary skill in the art that the 35 
entire switching module 130 could be constructed on a 
single silicon chip, thus saving space. 

The priority input port 203 is switchable. That is, the 
port 203 may be switched to connect to ground or to 
the output port 20S of any other switching module 130. 40 

In that way. the user may quickly change the priority 
assignments of the computers without rewiring. Since 
the enable logic 204 is "active low", when the input 
port 203 is switched to connect to ground, the output of 
the enable logic 204 is always "ENABLE". Thus, by 45 
merely switching the priority input port 203 to ground, 
that switching module becomes the module with the 
highest priority. 

The memory-bus 162 connecting the computer 104 to 
the computer port 207 of the switching module 130 is 50 
divided into three groups of conductors or lines. A 
group of data lines 206b coupled to the port 207 to 
connect to the data lines 206a. conduct data between 
the digital computer 104 and the memory 110. In com­
puter memories which are byte addressable, the data 55 
lines 206 would typically comprise eight data lines and 
a parity line. It should be understood. however, that any 
number of data lines may be included as required: 

A second group of conductors coupled to the port 
207 of the module 130 to connect to the address lines 60 
208a is a group of address lines 208b which carries a 
binary encoded address which is used to select a partic­
ular memory location in the memory 110. The actual 
number of address lines 208 required will be determined 
by the number of addressable memory locations in the 65 
memory 110. Employing r address lines 208 will permit 
the selection of one out of 2' addressable locations 
within the memory 110. 

A third conductor coupled to the port 207. to connect 
to the control line 210a of the switching module 130. is 
a line 210b. The switching module 130 is responsive to 
a voltage "high" pulse (e.g., o.s volts) and a voltage 
"low" pulse on line 210b from the digital computer 104 
to retrieve or store, respectively, information within the 
memory 110. It should be understood that additional 
control signals may be required for certain types of 
computer memories and/or certain types of digital com­
puters and that the inclusion of only two memory con­
trol signals is merely representative. 

The address lines 208a and the conttol lines 210a are 
coupled to the plurality of three-state bus drive amplifi­
ers 200. In a manner later to be described, the drive 
amplifiers 200 have output nodes capable of assuming a 
logic 0 state, a logic I state. and a high impedance state. 
Drive amplifiers of this type are well known to those in 
the electronic art as suitable for use in memory-buses 
like that of the memory-bus 170 wherein outputs of 
many drive amplifiers may be connected. In the pre­
ferred embodiment, a Texas Instruments Model No. 
SN74LS244, a 20-pin integrated circuit, is used, which 
functions as eight of the amplifiers 200. 

The respective output nodes of the drive amplifiers 
200 are connected to output nodes of corresponding 
drive amplifiers in other switch modules connected to 
the memory-bus 170. For example, assume that there 
are r address lines going to the computer memory, and 
that these address lines are denoted "bit 0", "bit I", ... 
, "bit r-I". Each of the "bit 0" lines from each of the 
switching modules connected to the bus 170 will be tied 
together, each of the "bit I" lines will be tied together. 
and so on. In a similar manner, corresponding data lines 
carrying data to the memory 110 are tied together. 

The amplifiers 200 and 202 function as a connection 
means for connecting the computer port 207 to the 
memory port 201, in response to a driver enable signal, 
or priority signal, 214, on the driver enable line 209. The 
driver enable signal 214 on the driver enable line 209 
will switch thtt outputs of the drive amplifiers 200 out of 
the high impedance state at a time when information 
from the computer 104 is to be placed on the memory­
bus 170. Simultaneously, the corresponding drive am­
plifiers in all other switching modules connected to the 
memory-bus 170 will be forced to their high impedance 
state, in a manner to be explained later, and will there­
fore not permit data to be impressed on the memory-bus 
170 from other digital computers. 

The signal 214, which enables the output of the drive 
amplifiers 200, also is transmitted to the plurality of 
bi-directional three-state bus-drive amplifiers 202 which 
are equivalent in function to the drive amplifiers 200, 
except that the amplifiers 202 allow a flow of informa­
tion in both directions between the memory 110 and the 
computer 104. In the preferred embodiment, a model 
SN74LS24S, a 20-pin integrated circuit, manufactured 
by Texas Instruments, is used for eight of the bi-direc­
tional amplifiers 202. The digital computer 104 will 
expect to receive data on the data lines 206b. responsive 
to a voltage "high" signal the computer places on the 
read/write line 210b, which is coupled to the read/­
write line 2l0a by the computer port 207. When a volt­
age "high" pulse appears on the enable line 209. and on 
the line 210 (a "READ" pulse when on line 210), an 
AND gate 220, which is part of the 20-pin integrated 
circuit comprising eight bi-directional amplifiers, ena­
bles the amplifiers 202 to receive data from the memory 
port 201 and transmit it to the computer port 207. Simi-
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larly, when a voltage "low" pulse appears on line 210 
("WRITE" pulse), and a voltage "high" pulse appears 
on the enable line 209, an inverter 222 and an AND gate 
224, also part of the 20-pin integrated circuit, function 
to enable the amplifiers 202 the computer port 207 and 5 
transmit it to the memory port 201. 

The enable logic 204 is both an address comparator 
means and a means for producing a priority signal. The 
enable logic 204 is programmed to determine whether 
an address on the address lines 208 falls within a range 10 
of addresses assigned to the memory 110. This can be 
accomplished with several methods known to those 
skilled in the art. The preferred method is the compari­
son of the signals on a selected quantity of address lines, 
commonly referred to as upper, higher order, or most 15 
significant lines, to a predefined value. If the compari­
son yields equality, then the address is within the as­
signed range. Otherwise, the address is outside the as­
signed range. The predefined comparison value can be 
established as a constant via wiring during manufactur- 20 
ing, a switchable constant which is set during installa­
tion, or written into a hardware latch during system 
initialization. If the enable logic 204 determines that the 
address on the address lines 208 falls within this range 
and if the enable logic 204 receives an enable signal on 25 
the priority bus 180, the enable logic 204 generates a 
priority signal 214 on the line 209 to enable the uni­
directional drive amplifiers 200 and the bi-directional 
drive amplifiers 202. Also, the enable logic 204 at the 
same time generates a disable signal on the priority bus 30 
182. 

The enable logic 204 also generates a disable signal on 
the priority bus 182 when a disable signal is received on 
the priority bus 180. The enable logic 204 will receive a 
disable signal on the priority bus 180 if a digital com- 35 
puter having a higher priority than the computer 104 is 
currently accessing the memory 110. The enable logic 
204 will place an enable signal on the priority bus 182 
only when an enable signal is received on the priority 
bus 180 and the computer 104 is not attempting to ac- 40 
cess the memory 110. 

Referring now to FIG. 3, a pair of bus drive amplifi­
ers 300 and 320 are shown with their respective outputs 
connected together to form one of the signal lines for 
transmitting data and addresses to one of the computer 45 
memories shown in FIG. 1. The amplifiers 300 and 320 
are representative of the collection of drive amplifiers 
200 and 202 in FIG. 2. 

The amplifier 300 is in a different switching module 
from that containing the amplifier 320. Their respective 50 
output nodes are connected to the same memory-bus. 
For clarity, it may be assumed that the amplifier 300 is 
contained in the switching module 120 and the amplifier 
320 is contained in the switching module 130 (see FIG. 
1). The output nodes of the amplifiers 300 and 320 may 55 
further be assumed to be connected to an address signal 
line 360 of the memory-bus 170. However, it should be 
understood that the amplifiers 300 and 320 are merely 
representative of each of the drive amplifiers in each of 
the switching modules which transmit addresses and 60 
data to each of the computer memories. 

The amplifier 300 comprises a drive circuit 346, 
which receives an enable signal at an input 342, and a 
pair of transistors 302 and 310, which transistors gener­
ate a three-state output 340, at an output node 341. The 65 
amplifier 320 is comprised of a similar drive circuit 348, 
which receives an enable signal at an input 344, and a 
pair of transistors 322 and 330, which transistors gener-

ate a three-state output 350 at an output node 351. In 
response to an enable signal transmitted to the enable 
input 342, the drive circuit 346 will allow a logic signal 
at the logic input 352 to be generated as the output 340. 
In a similar manner, in response to an enable signal 
transmitted to the enable input 344, the drive circuit 348 
will allow a logic signal at the logic input 354 to be 
generated as the output 350. 

The output nodes 341 and 351 may assume one of 
three different states: a logic 0 state, a logic 1 state, or a 
high impedance state. The output nodes 341 and 351, 
together with other output nodes from other drive am­
plifiers, are connected to the address signal line 360 of 
the memory-bus 170. Only one of the various drive 
amplifier output nodes so connected will be in other 
than the high impedance state at any time. When none 
of the digital computers are communicating with the 
memory 110 over the memory-bus 170, all of the output 
nodes so connected will be in the higlr impedance state. 

The transistors 302 and 310 of the amplifier 300 are 
connected in a configuration known to those skilled in 
the electronic art as a "totem pole" configuration. A 
collector 304 of the transistor 302 is connected to a 
source of positive voltage denoted + V. The transistor 
302 has an emitter 308 connected to a collector 312 of 
the transistor 310. The transistor 310 has an emitter 316 
connected to· the ground or common point of the cir­
cuit. The pair of transistors 322 and 330 of the amplifier 
320 are connected in a similar manner. 

The transistor 302 conducts current from the collec­
tor 304 to the emitter 308 when current is provided or 
supplied to a base 306 of the transistor. Similarly, the 
transistor 310 conducts current from the collector 312 
to the emitter 316 when current is provided to a base 
314 ofthe transistor. Ifno current is supplied to the base 
306 while current is supplied to the base 314, the output 
340 is a logic 0 signal. Alternatively, if current is sup­
plied to the base 306 while no current is supplied to the 
base 314, the output 340 is a logic 1 signal. If neither of 
the bases 306 and 314 receive-current, the output 340 
assumes a high impedance state. It will be obvious to 
those skilled in the electronic art that the corresponding 
parts of the drive amplifier 320 will function in a similar 
manner to produce the three possible states at the out­
put node 351. 

Thus, for example, if the switching module contain­
ing the amplifier 300 is communicating with the mem­
ory 110 on the address line 360 of the memory-bus 170, 
the output node 351 of the amplifier 320, as well as all 
the other drive amplifier output nodes connected to the 
address line 360, will be in the high impedance state so 
as not to interfere with the communication. 

The configuration of FIG. 1 provides a communica­
tion path from each of the r digital computers to each of 
the n computer memories. Many computer systems used 
in practice may not require this complete connection. In 
such a case, one or more of the switching modules may 
be removed. By removing selected switching modules, 
the more familiar types of interconnections between 
multiple computers and multiple memories may be cre­
ated. 

Referring now to FIG. 4, a local/global memory 
configuration is implemented using the present inven­
tion. Three digital computers 400, 402, and 404 each 
have access to a global memory comprising a pair of 
computer memories 420 and 422. Three switching mod­
ules 430, 432, and 436 are operable to provide access for 
the digital computers 400, 402, and 404 to the computer 
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memory 420. Three switching modules 431, 434, and 
438 are operable to provide access by the digital com­
puters 400, 402, and 404 to the computer memory 422. 

Three computer memories 424, 426, and 428 serve as 
local memories for the digital computers 400, 402, and 5 
404, respectively. The computer 400 has access to the 
memory 424 through a switching module 440. The 
computer 402 has access to the memory 426 through a 
switching module 442. The computer 404 has access to 
the memory 428 through a switching module 444. 10 

It will be clear to those skilled in the electronic arts 
that the configuration of FIG. 4 may be created from a 
configuration like that of FIG. 1 by appropriate re­
moval of switching modules. It will be equally apparent 
that selective removal of switching modules from a 15 
completely connected system like that of FIG. 1 will 
allow the computer systems architect to create a virtu­
ally unlimited number of different configurations. Simi­
larly, it may easily be seen that sparsely connected sys­
tems such as that of FIG. 4 may be modified by the 20 
addition of switching modules to provide additional 
paths between computers an memories as required. 

Those skilled in the relevant art will recognize that 
the embodiments of the present invention are only ex­
emplary. For example, FIG. 3 depicts an implementa- 25 
tion of three-state memory-bus drive amplifiers 300 and 
320 using bipolar junction transistors, while other types 
of semiconductor devices such as metal-oxide-silicon 
(MOS) field effect transistors may be used. The present 
invention therefore is limited only by the following 30 
claims. 

What is claimed is: 
1. A modular switching system for connecting a plu­

rality of digital computers to a plurality of computer 
memories, the system comprising: 35 

(a) a plurality of switching modules; 
(b) groups of the plurality of switching modules con­

ductively coupled to each give digital computer of 
the plurality of digital computers for data transmis­
sion, each switching module of each group of 40 
switching modules conductively coupled to a dif­
ferent one of the computer memories for data trans­
mission; 

(c) each switching module including means, respon­
sive to the transmission of a memory address by its 45 
respective digital computer of the plurality of digi-
tal computers within a range of memory addresses 
assigned to the computer memories, for forming a 
path for data storage and retrieval between its re­
spective digital computer and a given one of the 50 
computer memories; and 

(d) the switching modules operable in combination to 
arbitrate simultaneous attempts by two or more of 
the digital computers to access one of the computer 
memories. 55 

2. The modular switching system according to claim 
I, wherein each switching module further comprises: 

(a) a first port for receiving data and addresses from 
one of the digital computers, and for transmitting 
data thereto; 60 

(b) a second port for transmitting addresses and data 
to one of the computer memories, and for receiving 
data therefrom; 

(c) means for determining when an address sent by a 
given one of the digital computers is within a range 6S 
of addresses assigned to the given one memory; and 

(d) means for connecting the first port to the second 
port when the address is within the range. 

3. The modular switching system according to claim 
2, wherein said means for connecting comprises a plu­
rality of three-state devices. 

4. The modular switching system according to claim 
2 wherein said switching module further comprises: 

(a) a priority signal output port; and 
(b) means, responsive to an attempt by said given 

digital computer to access said given computer 
memory, for generating a priority signal at said 
priority signal output port. 

5. The modular switching system of claim 2 wherein 
the switching modules are the only means for arbitrat­
ing simultaneous attempts by two or more of the digital 
computers to access one of the computer memories. 

6. The modular switching system of claim 1 wherein 
the switching modules are the only means for arbitrat­
ing simultaneous attempts by two or more of the digital 
computers to access one of the computer memories. 

7. A modular switching system for connecting each 
separate one of m digital computers to a separate one of 
n computer memories, where m and n are positive inte­
gers, the system comprising: 

(1) m x n switching modules arranged in n groups of 
m switching modules each, wherein for each sepa­
rate one of the n computer memories, a group of m 
switching modules is conductively coupled for 
data transmission to the separate one of the n com­
puter memories, each switching module in the 
group of switching modules conductively coupled 
for data transmission to a separate one of the m 
digital computers; 

(2) each module comprising: 
(a) a first port for receiving data and addresses 

from the given digital computer and for trans­
mitting data to the given digital computer; 

(b) a second port connected to the given computer 
memory for data access and retrieval; 

(c) address comparator means coupled to the first 
port, for determining when an address received 
from the given digital computer is within a range 
of addresses assigned to the given computer 
memory and for producing an output signal 
when the address is within the range; 

(d) priority arbitration means, comprising: 
(i) a priority input port; 
(ii) priority signal means, coupled to the priority 

input port and coupled to the address compar­
ator means, the priority signal means respon­
sive to a signal received at the priority input 
port and responsive to the output signal pro­
duced by the address comparator means, for 
producing a priority signal; 

(iii) a priority output port, coupled to the priority 
signal means, for transmitting the priority sig­
nal, and 

(e) connection means for connecting the first port 
to the second port responsive to the priority 
signal; 

(3) the switching modules in each of the n groups 
connected for data transmission in a descending 
order of assigned priority whereby the priority 
output port of a higher priority switching module 
is connected to the priority input port of the 
switching module with the next lower assigned 
priority. 

8. The modular switching system according to claim 
7, wherein for a first switching module the priority 
signal produced at the priority output port is a binary 
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valued signal which assumes a first signal state to enable 
a second switching module with the next lower as­
signed priority than the first module, and wherein the 
priority signal assumes a second signal state to disable 
the second switching module. 5 

9. The modular switching system according to claim 
8, wherein for the first switching module, the priority 
signal produced at the priority output port: 

(a) assumes the first signal state after receiving a pri­
ority signal of the first state from a higher assigned \0 
priority switching module at the priority input 
port, when the address comparator means has not 
determined that an address received at the first port 
is within the range of addresses, and 15 

(b) assumes the second signal state at all other times. 
10. The modular switching system according to claim 

7, wherein the connection means comprises a plurality 
of output nodes, each output node operable to assume a 
logic 1 state, a logic 0 state, and a high impedance state. 20 

11. The modular switching system according to claim 
10, wherein each second port has a plurality of output 
nodes and corresponding output nodes of the second 
ports of each switching module are connected to corre­
sponding output nodes of the connection means and are 25 
operable for assuming a plurality of logic state, whereby 
at any time only one of the output nodes of the second 
port may assume a state other than the high impedance 
state. 

12. The modular switching system of claim 7 wherein 30 
the switching modules are the only means for arbitrat­
ing simultaneous attempts by two or more of the digital 
computers to access one of the computer memories. 

13. A modular switching system for selectively con­
necting a first and a second digital computer to a first 35 
and a second computer memory in which the first com­
puter has priority over the second computer, the system 
comprising: 

40 

45 

50 

55 

60 

65 

12 
(a) a first switching module conductively coupled to 

the first computer and conductively coupled to the 
first memory, and operable in response to an ad­
dress signal from the first computer to connect the 
first computer to the first memory; 

(b) a second switching module conductively coupled 
to the first computer and conductively coupled to 
the second memory, and operable in response to an 
address signal from the first computer to connect 
the first computer to the second memory; 

(c) a third switching module conductively coupled to 
the second computer and conductively coupled to 
the first memory, and conductively coupled to the 
first switching module, and operable in response to 
an address signal from the second computer to 
connect the second computer to the first memory; 

(d) a fourth switching module conductively coupled 
to the second computer and conductively coupled 
to the second memory, and conductively coupled 
to the second switching module, and operable in 
response to an address signal from the second com­
puter to connect the second computer to the sec­
ond memory; 

(e) the third switching module including means re­
sponsive to a signal from the first switching module 
indicating connection of the first computer to the 
first memory to disable to the third switching mod­
ule from connecting the second computer to the 
first memory pending connection of the first com­
puter to the first memory; and 

(t) the fourth switching module including means re­
sponsive to a signal from the second switching 
module indicating connection of the first computer 
to the second memory to disable the fourth switch­
ing module from connecting the second computer 
to the second memory pending connection of the 
first computer to the second memory. 

• • • • • 
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